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THE ANALOG MIND

Behzad Razavi

I

Fifty Applications of the CMOS Inverter—Part 3

In this multipart article, we study 
applications of the CMOS inverter in 
today’s electronic systems. We quan-
tify the performance of each circuit 
by simulations in the slow–slow cor-
ner of 28-nm technology with VDD = 
0.95  V at T = 75  °C. The reader is 
cautioned that inverters suffer from 
poor supply rejection, requiring on-
chip voltage regulators.

The Voltage Multiplier
Also called the “charge pump,” the volt-
age multiplier converts a constant volt-
age to a greater value. For example, 
energy harvesting systems receive a 
radio wave and use its energy to charge 
a capacitor. The voltage thus generated, 
however, may be excessively small to 
supply circuit blocks, an issue resolved 
by a voltage multiplier.

Consider the structure shown in 
Figure 1(a), where CX switches between 
VDD and CY under the command of a 
clock. We observe that VY must even-
tually approach VDD so that CX and 
CY no longer share charge. We can 

approximate the settling time of the 
circuit by viewing CX, S1, and S2 as 
equivalent to a resistance of

 R
f C

1
CK X

eq =  (1)

where fCK denotes the clock frequency 
[Figure  1(b)]. Thus, CY charges with 
a time constant equal to R CYeq = 

/( ).C f CY CK X

Let us now turn to the topology of 
Figure 1(c), where switch S2 turns on 
when the bottom plate of CX jumps 
from zero to VDD. If CY begins with an 
initial condition of V0, we have

 .V C C
C V C C

C VY
X Y

Y

X Y

X
DD0=

+
+

+
 (2)

Next, we turn off S2, discharge CX 
[Figure 1(d)], and repeat the cycle. Equa-
tion (2) reveals that each repetition 
multiplies the previous voltage on CY 

by /( )C C CY X Y+  and adds to it another 
component equal to /( ).C V C CX DD X Y+  
It can be shown that VY approaches VDD. 
Note that the charge necessary for CY is 
supplied by CK.

We now combine the mechanisms 
presented in Figure 1(a) and (c) so as 

to obtain a voltage equal to 2VDD 
on CY. Depicted in Figure  2(a), the 
resulting structure operates as fol-
lows. First, S1 turns on, charging CX 
to VDD while its bottom plate swings 
from VDD to zero. Next, S1 turns off, 
S2 turns on, and the bottom plate of 
CX travels from zero to VDD. Thus, 
CY receives two charge packets, one 
due to the initial condition of VDD 
on CX, and another due to the ris-
ing edge of CK at the bottom plate 
of CX.

Given that S1 and S2 in Figure 2(a) 
are activated in opposite phases 
of the clock, we surmise that we 
can drive both by CK if they are 
implemented by different types of 
devices [Figure  2(b)]. In this topol-
ogy, however, CX can charge only up 
to VDD − VTH1 when the gate of M1 is 
at VDD. Moreover, the circuit resem-
bles a half-wave rectifier in that the 
charge on CY is replenished once per 
clock cycle. That is, VY exhibits a 
high ripple if the voltage multiplier 
must deliver a current to a load.

We resolve both issues by add-
ing a complementary path to the 
structure and driving the gates of 
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FIGURE 1: (a) A simple two-stage sampler, (b) its equivalent circuit, (c) another mechanism for charging CY to VDD, and (d) the circuit of (c) in 
reset mode.
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the switches by a “boosted” clock. 
Illustrated in Figure 2(c) [1], the cir-
cuit charges CY twice per cycle while 
allowing the dc levels at X and N to 
approach VDD.

Assuming CX = CN in Figure  2(c), 
we select the capacitor values as 
follows. The time constant of the 
circuit, /( ),C f C2Y CK Xx =  determines 
the “startup” time, and CY yields a 
certain ripple voltage for a given 
load current. For example, fCK  = 
100 MHz, CX = 100 fF, and CY = 2 pF 
yield a startup time of roughly 
3 300ns.x =  The transistor widths 
can be near minimum if their on-
resistance does not increase the 
startup time significantly. We select 
(W/L)N = 250 nm/30 nm and (W/L)P = 
500 nm/30 nm.

With the foregoing values and 
VDD = 0.25 V, we simulate the circuit, 
obtaining the waveforms shown in 
Figure  3 for VX and VY. We observe 
that they approach 2VDD. By cascad-
ing n such stages, the voltage can be 
multiplied by a factor of n [1].

The Floating-Inverter Amplifier
It is possible to avoid static bias 
currents in amplifiers through the 
use of “charge steering.” Shown in 
Figure  4(a) is a differential pair 
in which the continuous-time tail 
current and load resistors are 
replaced with discrete-time net-
works [2]. When CK is low, CT is 
tied to ground, and X and Y are pre-
charged to VDD. After CK rises, CT 
begins to draw charge from M1 and 
M2 and CX and CY. This  continues 

until VP reaches the input common-
mode (CM) level minus the transis-
tor threshold, VTH. It can be shown 
that the small-signal voltage gain 
is approximately equal to 2CT/
CX [2]. The steering of charge for 
a short time interval reduces the 
power consumption.

To obtain a greater gain, we must 
select a higher value for CT, inevi-
tably creating a low CM level at the 
output [Figure  4(b)], which may be 
ill-suited to the next stage. We can 
increase the gain by adding a PMOS 
pair to the structure, as illustrated 
in Figure 4(c). Here, the desired out-
put CM level, VCM, is established dur-
ing reset. In the amplification mode, 
charge flows from CT2 through the 
transistors to CT1. The key point is 
that, in response to a differential 
input, VX and VY now change in oppo-
site directions, thus maintaining a 
fairly constant CM level.

Let us observe that capacitors CT2 
and CT1 have the same current in the 
amplification mode because CX and CY 

carry only differential currents. That 
is, CT2 and CT1 appear in series and can 

be replaced with a single capacitor 
[Figure 4(d)]. The result is called the 
“floating-inverter amplifier (FIA)” [3].

It is interesting to note that the 
output CM level of the FIA cannot 
change during amplification. Con-
structing the CM equivalent circuit 
as in Figure  4(e) [3], we recognize 
that CY (and CX) draw no CM current.

We simulate the FIA of Figure 4(d) 
with CT  = 4  pF, CX  = CY  = 0.2  pF, 
(W/L)N = 5  μm/30  nm and (W/L)P = 
10 μm/30 nm for the inverters, and 
half of these values for the switches. 
In response to a 10-mV differential 
input the circuit provides the out-
puts shown in Figure 5, exhibiting a 
gain of 4 and settling time of about 
1 ns. Clocked at 100 MHz, the circuit 
consumes 160 μW.

The Stacked Amplifier
In low-power applications, transis-
tors are often biased in the sub-
threshold region, exhibiting a small 
gate-source voltage. A self-biased 
inverter operating in such a regime 
thus consumes little voltage head-
room and makes stacking possible. 
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FIGURE 2: (a) The basic voltage doubler, (b) its actual implementation, and (c) use of two paths to reduce ripple.
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FIGURE 3: Voltage multiplier waveforms.
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Shown in Figure 6(a) is an example 
[4], where M1-M4 are stacked. That 
is, | .V V V V VGS GS GS GS DD1 2 3 4; ; ;+ + + =  
Capacitor C5 establishes an ac ground 
at P, but it can be omitted in differen-
tial implementations [4]. The invert-
ers amplify Vin by a certain factor, 
producing equal signals at X and Y. 
The resulting outputs are shorted to 
each other by C3 and C4. While the 
overall voltage gain is still that of 
one inverter, the noise components 
of the two inverters add in power 
at the output, reducing the input-
referred noise voltage by a factor of 

.2  This is the principal advantage 
of this current-reuse method.

We simulate the stacked amplifier 
with the following values: (W/L)N  = 
4 μm/120 nm , (W/L)P = 8 μm/120 nm, 
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and C1 = … = C4 = 10  pF. To avoid 
loading the inverters and providing 
a low high-pass cutoff frequency, 
the feedback resistors must be tens 
of megaohms; they are realized by 
“pseudo resistors,” i.e., diode-con-
nected NMOS transistors that sus-
tain little bias voltage.

Figure  6(b) presents the wave-
forms at A and X, and Figure  6(c) 
those at B and Y. The input is a 1-mV 
sinusoid at 10 MHz. We note a gate-
source voltage of about 240 mV and 
a voltage gain of 22. The bias cur-
rent is 20 μA. Figure 6(c) plots the 
input-referred noise voltage, reveal-
ing a value of about 9nV/ Hz . It is 
possible to stack three inverters so 
as to further reduce the power [4].

The Wideband Amplifier
The relatively low impedance pre-
sented by a self-biased inverter at 
its input and output leads to use-
ful properties in a cascade of such 
stages. Considering the topology 
shown in Figure 7(a), we note that, 

by virtue of feedback, both Zout1 and 
Zin2 assume a low value. Thus, this 
interface can achieve a wide band-
width even in the presence of a large 
capacitance.

In a differential configuration, the 
bandwidth can be widened by means 
of negative Miller capacitors [Fig-
ure  7(b)] [4], which partially cancel 
the positive capacitances at X and Y. 
We study this circuit with (W/L)N = 
2 μm/30 nm and (W/L)P = 4 μm/30 nm 
for Inv1 and Inv3, and twice these 
values for Inv2 and Inv4. We have 
R 100S X=  and RF1 = RF2 = .2kX

Displayed in Figure 7(c), the dif-
ferential frequency response sug-
gests a voltage gain of 15  dB. The 
3-dB bandwidth rises from 36 GHz 
to 63  GHz after 3-fF Miller capaci-
tors are introduced, at the cost of 
1.3  dB of peaking. The substan-
tial increase in the bandwidth is 
encouraging, but it also points to 
high sensitivity of the performance 
to the value of these capacitors. The 
power consumption is about 2 mW. 

The absence of inductors makes 
this circuit attractive for high-speed 
applications.

The Source-Series Terminated Driver
In wireline systems, the transmitter 
(TX) must drive a transmission line 
having a characteristic impedance, 
Z0, of .50X  In addition, the TX out-
put impedance must also be about 
50X  to suppress secondary reflec-
tions. The TX driver potentially con-
sumes high power as it must deliver 
a peak-to-peak voltage swing of 
about 500 mV to the channel.

Figure 8(a) depicts a current-mode 
logic (CML) realization of the driver. 
The output impedance, RT, is chosen 
equal to Z0, and ( )I R ZSS T 0<  yields the 
desired swing. For a swing of VDD/2, 
this topology draws / .P V ZDD

2
0=

Now, consider the structure shown 
in Figure 8(b), where an inverter serves 
as the driver, exhibiting an output 
impedance equal to the on-resistance 
of M1 or M2. With this resistance set 
to Z0, the output voltage swing is 
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FIGURE 6: (a) The stacked amplifier, (b) the waveforms at A and X, (c) the waveforms at B and Y, and (d) the input-referred noise.
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approximately equal to VDD/2. In 
a differential configuration [Fig-
ure  8(c)], the circuit draws a cur-
rent of /( ) /( ),V R Z V Z2 2 4DD T DD0 0+ =  
consuming /( ).P V Z4DD

2
0=  Intro-

duced in [5], this topology is called 
the “source-series terminated (SST) 
driver” and offers a fourfold power 
advantage over the CML counterpart 
of Figure 8(a).

The SST driver nonetheless entails 
one drawback. Unlike the CML circuit, 
it requires rail-to-rail input swings, 
an issue at very high speeds.

We design the circuit of Figure 8(c) 
for Z0 = 50X with (W/L)N = 8 μm/30 nm 
and (W/L)P = 16 μm/30 nm. Figure 9(a) 
presents the differential output eye 
diagram at 56  Gb/s, exhibiting little 
jitter. Next, we precede the drivers by 
inverters having (W/L)N = 2 μm/30 nm 
and (W/L)P = 4 μm/30 nm. The fan-out 
of 4 does yield some jitter at the input 
and output of the driver. The result-
ing data eye delivered to the channel 
is displayed in Figure 9(b), revealing 
a peak-to-peak jitter of 400  fs. The 
overall circuit draws 4 mW.

We should remark that practi-
cal designs often place a physical 
(linear) resistor, RS, in series with 
each inverter output. For example, 

,R 25S X=  requiring that the invert-
ers be twice as wide to provide the 
other 25 Ω necessary for proper back 
termination. This method assumes 
that resistors incur less variability 
than the on-resistance of MOS tran-
sistors. The cost is the higher power 
consumption of the predrivers.

The PAM4 Driver
The SST driver concept can be 
extended to four-level pulse-ampli-
tude modulation (PAM4). Shown in 
single-ended form in Figure  10(a), 
the circuit is driven by the least-
significant bit (LSB) and the most 
significant bit (MSB), operating as 
a 2-bit digital-to-analog converter 
(DAC). It can be shown that the 1.5Z0 
and 3Z0 output impedances yield 
four equally spaced levels at the 
output [6].

We design the fully differential 
driver [Figure  10(b)] with (W/L)N  = 
4 μm/30 nm and (W/L)P = 8 μm/30 nm 
for the 2× inverter and half of these 
values for the 1× counterpart. Each 
input arrives at 56  Gb/s. Figure  11 
plots the differential output eye at 
112 Gb/s. The driver consumes 5 mW.

The reader may note that the mid-
dle eye in Figure 11 is slightly taller 
than the bottom and top ones. Arising 
from the nonlinear output resistance 
of the inverters’ MOS devices, this 
issue can be alleviated by making the 
LSB inverters about 10% stronger [8]. 
Alternatively, resistors can be placed 
in series with the inverter outputs to 
reduce the nonlinearity.

The Inductively Peaked  
Clock Buffer
Clocks driving long interconnects 
and/or a large number of transistors 
face heavy capacitive loading. At 
very high speeds, such clocks suffer 
from small amplitudes and become 
prone to noise and jitter. It is pos-
sible to improve clock waveforms 
through the use of inductive peak-
ing. Depicted in Figure  12(a) [7] is 
an example employing shunt-series 
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peaking for driving a large load 
capacitance, CL. Inverters Inv1 and 
Inv2 serve as clock buffers, and Inv3 
and Inv4 provide positive feedback 
(or a negative resistance) between A 
and B, speeding up the transitions. 
If excessively strong, Inv3 and Inv4 
can cause oscillation, i.e., the topol-
ogy behaves as an injection-locked 
oscillator with a limited lock range.

Let us design the circuit to drive 
CL = 100  fF at a clock frequency of 
56  GHz. With the values shown 
in Figure  12(a), and assuming an 
inductor Q of 10 at 56  GHz, we 
obtain the A and B waveforms dis-
played in Figure 12(b) and the X and 
Y waveforms in Figure  12(c). The 
single-ended output swing is about 
740  mVpp and the power consump-
tion around 6  mW. With no induc-
tive peaking, on the other hand, the 
theoretical power would be given 
by  f C V2 10 mW.CK L DD

2 =  The nar-
rowband nature of the buffer also 
reduces the clock jitter [7].

The Time-to-Digital Converter
Digital phase-locked loops incorporate 
a time-to-digital converter (TDC) to 
digitize the phase difference between 
their reference and the feedback 
signal. Similar to an analog-to-dig-
ital converter (ADC), the TDC must 
provide: 1) sufficient resolution for 
acceptable quantization noise and 
2) a full-scale commensurate with the 

maximum phase error. The latter is 
dictated by the maximum phase fluc-
tuation of the feedback signal in a 
fractional-N environment.

A common TDC topology employs 
two chains of inverters with different 
delays. Called the “vernier TDC”, the 
structure is shown in Figure  13(a), 
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where the inverters are nominally 
identical and the additional delay, 

,TT  is created by means of C1-Cn. 
As periodic inputs A and B travel 
through the two paths, both positive 
and negative phase errors.

The lower bound on the phase 
resolution, ,TT  is dictated by random 
mismatches between the inverters in 

the two paths. The full scale is deter-
mined by the number of stages.

We simulate the vernier TDC of Fig-
ure 13(a) with (W/L)N = 0.5 μm/30 nm 
and (W/L)P = 1 μm/30 nm for the invert-
ers and C1 = … = Cn = 1 fF. For a zero 
input phase difference, we observe 
the waveforms shown in Figure 13(b), 
obtaining .T 1 4psT .  per stage. 

Suppose a fractional-N synthesizer 
is designed for an output frequency 
of 7 GHz. The input phase error can 
reach ±3TVCO, where TVCO = 1/(7 GHz) = 
143  ps. Thus, the TDC full scale 
must be as wide as 430 ps, requir-
ing / T430 306ps T =  stages in each 
path. Such long chains introduce con-
siderable phase noise.

The Digital-to-Time Converter
The maximum phase error of ±3TVCO 
mentioned in the previous section 
can be reduced by means of a digi-
tal-to-time converter (DTC), thereby 
allowing a narrower full scale for 
the TDC. Illustrated in Figure 14(a), 
the idea is to insert a programma-
ble phase change in the reference 
path that matches the phase jumps 
in VF.

The DTC acts as a digitally con-
trolled variable-delay line and can be 
realized as depicted in Figure  14(b), 
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where the thermometer code D1 … Dm 
controls the capacitors and, hence, 
the delay. Viewed as an DAC, the 
structure suffers from differential 
and integral nonlinearity due to 
mismatches among the capacitors 
and their corresponding switches. 
Noting that Dcont in Figure 14(a) con-
tains shaped quantization noise, we 
recognize that the DTC nonlinearity 
folds high-frequency noise to in-
band noise.

We simulate the structure of Fig-
ure 14(b) with (W/L)N = 250 nm/30 nm , 
(W/L)P = 500  nm/30  nm, and Cu = 
0.5  fF. Displayed in Figure  14(c), 

the resulting waveforms at X indi-
cate a phase resolution of 350 fs as 
the thermometer code increases. 
We now appreciate the difficulty 
of using the DTC in Figure  14(a): 
For a full scale of, e.g., 430 ps, the 
capacitance at X must increase by 
a factor of / . , ,430 0 35 1 230.  and 
so must the transition times at 
this node. Consequently, the wave-
form incurs an enormous amount 
of jitter.

To resolve this issue, we can 
partition the programmable delay 
among multiple stages [Figure 15(a)]. 
However, mismatches between the 

inverter strengths lead to nonlin-
earity. As shown in Figure  15(b), 
the delay characteristic changes its 
slope due to this mismatch.

The Analog Feedforward Equalizer
Lossy channels encountered in wire-
line systems demand equalization 
in both the TX and the receiver (RX). 
This is accomplished on the TX side 
by a feedforward equalizer (FFE). 
Shown in Figure  16(a) is a generic 
FFE, which delays Din by multiples 
of the bit period, Tb, and produces a 
weighted sum of the results at Dout. 
Coefficients ,1a  …, na  are so selected 
as to cancel the postcursors of the 
channel’s impulse response. From 
another perspective, the FFE pro-
vides a high-pass response that par-
tially compensates for the low-pass 
behavior of the channel.

For example, suppose we wish 
to transport 56-Gb/s data through a 
channel having the impulse response 
shown in Figure  16(b). The first 
postcursor is equal to 8%, requiring 

. .0 081a =-

Realized by latches, the delay ele-
ments in Figure  16(a) prove power 
hungry. Alternatively, they can be sim-
ply formed by “analog” delay stages, 
i.e., inverters [8]. Variations of this 
delay with PVT does alter the FFE fre-
quency response, but the compensa-
tion still remains effective.

Let us return to the SST driver 
described previously and add a 
56-Gb/s analog FFE to it for the 
channel represented by Figure 16(b). 
Figure  17(a) shows the result. We 
choose (W/L)N  = 1  μm/30  nm and 
(W/L)  = 2  μm/30  nm for the FFE 
inverters that drive the channel. 
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FIGURE 14: (a) Use of a DTC in a fractional-N synthesizer, (b) its basic implementation, and 
(c) its waveforms.
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The main inverters are eight times 
as strong, i.e., . %.12 5a =  This value 
is greater than the first postcursor 

in Figure  16(b), but it yields opti-
mum results. With differential sig-
nal paths, the negative values of ja  

can be readily accommodated. For 
Tb = 17  ps, we construct the delay 
elements as four inverters.
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FIGURE 16: (a) A basic FFE and (b) a channel impulse response example.
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For the first part, Dr. Sze addressed 
the issue of increased power and 
compute demands as technology 
advances. Similar to overbooking 
by airlines, overbooking data can be 
used to achieve greater data speeds 
and energy efficiency than stan-
dard models. Tools such as compute 
in memory architecture can help 
achieve this goal. She emphasized the 
importance of modeling for design-
space exploration, support circuits, 
and emerging devices and the impor-
tance of co-design across the hard-
ware stack.

The second part of the presenta-
tion covered co-design algorithms 

and hardware. Dr. Sze spoke about 
the importance of building and stor-
ing occupancy maps as an essential 
part of the autonomy for localiza-
tion, navigation, and obstacle detec-
tion. Her key takeaways included the 
importance of co-design of hardware 
and algorithms as hardware improve-
ments are limited. Hardware can 
influence algorithm design and help 
shift bottlenecks.

The final section of the lecture cov-
ered co-design across systems. Dr. Sze 
used low-power 3D time-of-flight imag-
ing as an example to explain depth 
estimation. She discussed the concept 
of DecTrain: deciding when to start 

and stop training on the fly. The idea 
is to decide when to conduct training 
based on the margin to improve and 
the ability to improve. Dr. Sze sum-
marized this as a need to include the 
choice of energy allocations across 
compute, sensing, and actuation.

For her conclusion, Dr. Sze empha-
sized the importance of co-design 
and collaboration between the 
different stakeholders in system 
design. Thank you very much, Vivi-
enne, for this wonderful talk!

—Mikko Sojonen  
and Stefano Pietri 

(a) (b)

FIGURE 1: (a) and (b) Dr. Vivienne Sze presents her lecture at the University of Texas at Austin. 

Figures 17(b) and (c) plot the chan-
nel output eye diagram without and 
with FFE, respectively. We note that 
the eye is opened to some extent. 
Further performance improvement 
is delegated to the receiver.
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