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Abstract—This paper develops a paradigm for optimizing
progressive reads for flash memory cells that maximize the
conditional mutual information (MI) given previous reads and
shows that some progressive reads provide substantially more
MI than others. We study two flash storage techniques: 1) the
common practice of independently encoding each bit of a cell
into a separate codeword and 2) jointly encoding all the bits
in the cell into the same codeword. We quantify the MI gap
between joint and independent encoding and show that this gap
becomes negligible when progressive reads are available. The
paper provides LDPC simulations that confirm the MI analysis.

I. INTRODUCTION AND MOTIVATION

The process of writing to the cells in a page, reading the
page possibly multiple times, and then erasing the page is
called the Program/Erase (P/E) cycle. Each P/E cycle degrades
the flash read channel so that read distortions become more
severe over time. To improve performance as the channel
degrades, progressive reads add enhanced precision only when
the decoding based on initial read(s) fails [1].

Wang et al. [2], [3] present a framework to optimize the
values of read thresholds for enhanced precision beyond hard
decoding to maximize the mutual information (MI). However,
these papers do not address the progressive nature of enhanced
precision. Instead, they assume that all the thresholds will be
used to read every cell. As discussed above, practical flash
systems perform the enhanced-precision reads progressively.
Below, we describe how to efficiently determine the best
thresholds in the context of progressive reads.

As a separate matter, practical flash systems minimize the
number of read processes required to access a page by having
pages store each bit of user information in a different cell.
In this way, the bits of the page can all be read from their
corresponding cells simultaneously [4]. In flash systems where
cells hold more than one bit of information, this paper defines
“independent encoding” to refer to systems where the bits in
any particular cell are encoded independently of each other,
i.e. in different codewords. Independent encoding is used by
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practical flash devices because it allows each bit in a page to
reside in a different cell.

We define “joint encoding” to refer to an approach con-
sidered in the academic literature, where all the bits in the
cell are jointly encoded in the same codeword [5]. Joint
encoding provides an information-theoretic benefit. Only the
scenario of joint encoding is considered in the enhanced
precision technique described in [2], [3], leaving unexplored
the practically important case of independent encoding.

A. Contributions

This paper extends the paradigm of [2], [3] to progressive
reads and to the scenario of independent encoding. The pro-
gressive nature of the enhanced precision actually simplifies
the optimization process, which can prove useful for either
online computation or pre-computing threshold changes based
on offline modeling. The paper shows that some reads of
progressive enhanced precision provide substantially more MI
than others. We optimize the ordering of progressive reads to
maximize the MI provided at each stage.

This paper also addresses the additional benefit made pos-
sible by joint encoding. We examine joint encoding both for
traditional hard decoding and for enhanced precision decoding
with progressive reads. We show that the benefit provided by
joint encoding is significantly diminished when progressive
reads are available. This paper provides simulations of low-
density parity-check (LDPC) codes confirming that frame
error rate (FER) behavior corresponds to the information-
theoretic analysis, i.e. more MI indicates a lower FER.

B. Organization

The rest of this paper proceeds as follows: Section II
presents a simplified model for noise and degradation on the
flash channel. Section III presents an information-theoretic
approach to optimize progressive reads by maximizing the
conditional MI for a system where the bits in a cell are
encoded independently. Section IV considers the benefit of
a system where all the bits in a cell are jointly encoded as
compared to systems where each bit in the cell is encoded
independently. This benefit is significantly diminished when
progressive reads are available. Section V presents LDPC
code FER simulations that confirm the information-theoretic
analysis. Section VI presents our conclusions.



II. FLASH CHANNEL NOISE AND DEGRADATION MODEL

Let X be a discrete random variable describing the voltage
level that is written to the cell. Let Y be the resulting voltage
level after degradation by the flash channel. The voltage Y
is not directly accessible to the decoder. Rather, a sense-amp
comparator provides one or more single-bit measurements,
each of which answers a question of the form "Is Y > T ?",
where T is a voltage threshold.

For multi-level cell (MLC), X has four possible write
values for the voltage level. Each value has an associated two-
bit label, which represents the stored information. Our analysis
generalizes to triple-level cells (TLCs) with eight levels and
quad-level cells (QLCs) with 16 levels, but this paper analyzes
only MLC cells to simplify the exposition.

XLSB denotes the least significant bit (LSB) of the two-bit
MLC label. XMSB denotes the most significant bit (MSB). In
MLC, LSB bits and MSB bits are used to store separate pages
of memory. This independent encoding allows the decoder to
perform only one read for hard decoding of the LSB page
and two reads for the MSB page. Section IV explores joint
encoding of the LSB and MSB bits, which requires three reads
for hard decoding of the jointly encoded page.

The flash read channel includes a variety of impairments
including Programming Noise, Inter-Cell Interference, Wear-
out, and Retention Loss [6]. The noise is input-dependent,
and the flash read channel degrades over time as the electrons
moving in and out of the floating gate degrade its ability
to retain charge and resist inter-cell interference. This paper
uses a simplified model of the MLC flash read channel
that facilitates theoretical analysis and produces simulation
results that are easily replicated. This model still captures
the essential behaviors studied in [6] including the input-
dependent nature of flash noise and degradation over time.

We use an input-dependent time-varying Gaussian model
that captures the three key aspects MLC flash noise: 1) the
erased state has a variance that is larger than the programmed
states because the feedback control loop associated with
programming reduces voltage variation of the programmed
states, 2) the noise variance increases with the number of P/E
cycles, and 3) the voltage levels decrease due to retention loss,
and this decrease becomes larger as the number of P/E cycles
increases.

Our model is Y = X + N(t,X) where N is a Gaussian
random variable whose mean µ(X, t) and whose variance
σ2(X, t) depends on both the number t of P/E cycles and the
input X . The specific time-varying functions for the means
and variances are computed using Model 1 described in [6],
are shown in Fig. 1, and the values can be found in [7].

This characterization is meant to provide an example of
the behavior in general rather than accurately model a specific
flash device. Each flash device would have its own characteri-
zation according to this model. The variance σ2(X, t) depends
on X only in that σ2(X, t) for the erased voltage ve is larger
and increases more slowly than σ2(X, t) for a programmed
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Fig. 1. E[Y ] (top) and σe and σp (bottom) as a function of the number of
P/E cycles. E[Y ] is the mean voltage after distortion by the flash channel
for each of the four MLC levels. Gaussian noise standard deviation σe is for
the erased voltage level and σp is for the programmed voltage levels.
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Fig. 2. The probability distribution of voltage level for a four-level flash
device after 1500 P/E cycles using the noise and degradation model of this
paper. Also shown are read thresholds optimized as described in Sec. III for
the three initial reads (solid) and six progressive reads (dashed).

voltage, i.e.,

σ(X, t) =

{
σe(t) if X = ve

σp(t) if X ̸= ve
. (1)

Figure 2 shows the probability distribution of voltage level
for our model after 1500 (P/E) cycles. Our input-dependent
time-varying Gaussian model can be applied to flash cells with
any number of levels and to any specific noise model as long
as the distribution can be estimated using, for example, the
histogram techniques described in [6], [8], [9] and modeled
with input-dependent Gaussians.

For each group of three thresholds in Figure 2, the solid
red line is an initial threshold that is used to make the initial
hard decision on either the LSB or MSB as indicated by the
subscript (e.g. T initial

LSB ). The dotted red lines to the left and right
of each solid line (e.g. T left

LSB and T right
LSB ) indicate the progressive

read thresholds that provide enhanced precision.



III. OPTIMIZING PROGRESSIVE READS

MLC flash as described in [1], [4] and [10] encodes the
MSB bits and LSB bits on separate pages and uses progressive
reads for enhanced precision. Initially, only the hard-decoding
reads are performed. If those reads are not sufficient to decode
the channel code, e.g. an LDPC code, then additional reads
are performed to provide enhanced precision.

In [3], information-theoretic optimization of thresholds for
enhanced precision was developed assuming that the LSB
and MSB bits of a cell are jointly encoded in the same
codeword and assuming all the enhanced precision bits are
read for every cell. This section develops a paradigm for
optimizing progressive reads for standard flash systems in
which the LSB and MSB bits are stored on separate pages
(and thus encoded in separate codewords) and progressive
reads are performed only when the initial reads did not result
in successful decoding.

A. Hard Decoding of MLC bits

Gray coding labels the values of each MLC voltage level
[4], [10], [11] as shown in Fig. 2. The solid lines in the
figure represent the initial read thresholds, and the dashed
lines represent the left and right progressive reads that provide
enhanced precision.

For the LSB page, the initial read at the threshold T initial
LSB

determines the binary value of Y initial
LSB as follows:

Y initial
LSB =

{
1 when Y ≤ T initial

LSB

0 when Y > T initial
LSB

. (2)

For the case of independent encoding, we select T initial
LSB to max-

imize the MI I(XLSB;Y
initial

LSB ). The associated hard-decoding
estimate of XLSB is X̂LSB = Y initial

LSB . This one-parameter
optimization can be accomplished with Newton’s method as
in [3] and can be applied to more complicated models than our
input-dependent time-varying Gaussian model such as those
derived from the histogram techniques described in [6], [9].

For the MSB page, two initial reads at the thresholds
T initial

MSB(1) and T initial
MSB(2) determine the binary values of Y initial

MSB(1)

and Y initial
MSB(2) as follows:

Y initial
MSB(1) =

{
1 when Y ≤ T initial

MSB(1)

0 when Y > T initial
MSB(1)

, (3)

Y initial
MSB(2) =

{
0 when Y ≤ T initial

MSB(2)

1 when Y > T initial
MSB(2)

. (4)

For the case of independent encoding we select T initial
MSB(1) and

T initial
MSB(2) to maximize the MI I

(
XMSB;Y

initial
MSB(1) , Y

initial
MSB(2)

)
. The

hard-decoding estimate of XMSB is

X̂MSB =

{
1 when Y initial

MSB(1) = 1 or Y initial
MSB(2) = 1

0 otherwise
. (5)

A practical approach to jointly optimize the two thresholds
is to begin with T initial

MSB(1) and T initial
MSB(2) at the cross-over points

of the two conditional distributions and perform Newton’s

method to adjust T initial
MSB(1) while holding T initial

MSB(2) constant and
vice versa until the process (rapidly) converges.

In practice, implementation of the hard decision thresholds
aims to minimize hard decision error probability [12], [13].
Such thresholds minimize the sum of the crossover proba-
bilities from 0 to 1 and 1 to 0. In contrast, our paradigm
determines thresholds by maximizing MI. For hard decoding,
these two paradigms yield essentially identical thresholds.

B. Optimizing Progressive Thresholds for the LSB Page

Each progressive read provides an additional bit indicating
whether the voltage Y is above or below the new threshold.
(e.g. the bit Y left

LSB indicates whether V is above or below T left
LSB.)

Now we consider optimizing the position of T left and T right

given that T initial has already been set to optimize the initial
read process for hard decoding. The threshold positions for
both LSB and MSB pages are illustrated in Figure 2.

For the LSB page we seek T left
LSB and T right

LSB to maximize
I
(
XLSB;Y

initial
LSB , Y left

LSB, Y
right

LSB

)
where Y initial

LSB has already been
read using T initial

LSB . The chain rule for MI decomposes this into
the MI from the initial read and the additional MI provided
by the progressive reads:

I
(
XLSB;Y

initial
LSB , Y left

LSB, Y
right

LSB

)
(6)

= I(XLSB;Y
initial

LSB ) + I(XLSB;Y
left

LSB, Y
right

LSB |Y initial
LSB ) . (7)

The progressive-read term I(XLSB;Y
left

LSB, Y
right

LSB |Y initial
LSB ) can be

further decomposed as follows:

P (Y initial
LSB = 1) · I(XLSB;Y

left
LSB|Y initial

LSB = 1) (8)

+ P (Y initial
LSB = 0) · I(XLSB;Y

right
LSB |Y initial

LSB = 0) , (9)

because once Y initial
LSB is established by the initial read, one

of the two progressive reads becomes deterministic. The
threshold optimization thus becomes two decoupled opti-
mization problems in which T left

LSB is selected to optimize
I(XLSB;Y

left
LSB|Y initial

LSB = 0) and T right
LSB is selected to optimize

I(XLSB;Y
right

LSB |Y initial
LSB = 1). As in [3], a Newton’s method can

quickly identify the optimal thresholds. The contribution of
the two progressive reads is very similar after about 500 P/E
cycles and progressive reads are not necessary below 500 P/E
cycles so these two progressive reads are equally helpful.

C. Optimizing Progressive Thresholds for the MSB Page

For the MSB page, we seek T left
MSB(1) , T right

MSB(1) , T left
MSB(2) ,

and T right
MSB(2) to maximize the overall mutual information. The

chain rule for MI decomposes the overall mutual information
into the MI from the two initial reads and the additional MI
provided by the progressive reads:

I(XMSB;Y
initial

MSB(1,2) , Y
left

MSB(1,2) , Y
right

MSB(1,2)) = (10)

I(XMSB;Y
initial

MSB(1,2)) + I(XMSB;Y
left

MSB(1,2) , Y
right

MSB(1,2) |Y initial
MSB(1,2)),

where Y initial
MSB(1,2) is the pair {Y initial

MSB(1) , Y
initial

MSB(2)} for concise
notation, and likewise for the left and right YMSB values.
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Fig. 3. This figure shows the percent of the overall gain expressed by (10)
provided by each of the four progressive reads. During the first 1500 P/E
cycles, the most gain is provided by I1 = P (E00) · I(XMSB;Y

right
MSB(1) |E00).

I2 is (12), I1+I3 is (14), and I4 is (13). Progressive reads are recommended
to be chosen in this order.

The second term in the right hand side of (10) which can
be decomposed as

I(XMSB;Y
left

MSB(1,2) , Y
right

MSB(1,2) |Y initial
MSB(1,2)) (11)

=P (Y initial
MSB(1) = 1) · I(XMSB;Y

left
MSB(1) |Y initial

MSB(1) = 1) (12)

+ P (Y initial
MSB(2) = 1) · I(XMSB;Y

right
MSB(2) |Y initial

MSB(2) = 1) (13)

+ P (E00) · I(XMSB;Y
right

MSB(1) , Y
left

MSB(2) |E00) , (14)

where E00 is the event that Y initial
MSB(1) = 0 and Y initial

MSB(2) = 0.
This decouples the optimization problem into three inde-

pendent optimization problems so that T left
MSB(1) , T

right
MSB(2) , and

the pair (T right
MSB(1) , T

left
MSB(2)) can be independently optimized

by maximizing the conditional MI expressions in (12), (13),
(14), respectively. Only the pair (T right

MSB(1) , T
left
MSB(2)), need to be

jointly optimized. Extending the analysis to TLC and QLC
reveals that no more than two thresholds need to be jointly
optimized at a time. In contrast, the joint optimization of
numerous thresholds was a main obstacle in [3].

The time to perform each read is longer than the time
required to perform LDPC decoding in the controller, so
only the number of progressive reads required for successful
decoding will be performed. As shown in Figure 3, the
MI contribution differs significantly among the various MSB
progressive reads.

The goal is to identify an ordering of the read thresholds
that provides the maximum cumulative MI after each read
over the operating range of P/E cycles, which (as we will see
in Sec. V) is approximately 1600 P/E cycles for this example.
Figure 3 indicates that the ordering of read thresholds to
achieve that goal begins with T right

MSB(1) , which provides the MI
denoted as I1 in Fig. 3. Note that for the first 1600 P/E cycles,
I1 provides more mutual information than any other threshold.
Next, T left

MSB(1) should be read, so that the cumulative MI is
I1 + I2 in Fig. 3. Third, T left

MSB(2) should be read, providing
I1+I2+I3. Finally T right

MSB(2) is read, which provides negligible
benefit until after 1000 P/E cycles.
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Fig. 4. For independent encoding this figure shows MI as a function
of P/E cycles for the MI with initial hard-decoding reads, which is
I(XLSB;Y

initial
LSB )+I

(
XMSB;Y

initial
MSB(1) , Y

initial
MSB(2)

)
, and the MI with enhanced

precision which is given by the sum of (6) and (10).

Figure 4 shows the MI benefit of enhanced precision
through progressive reads for independent encoding.

IV. BENEFIT OF JOINTLY ENCODING MSB AND LSB

This section explores the benefit of jointly encoding the
LSB and MSB bits. We consider both hard decoding and
enhanced precision obtained by progressive reads. For joint
encoding of LSB and MSB, the total information that can be
recovered from the flash cell is

Ijoint = I(XLSB, XMSB;YLSB,YMSB(1,2)), (15)

where for hard decoding Ysubscript is simply Y initial
subscript and

“subscript” is LSB or MSB(1,2). For enhanced precision,

Ysubscript =
[
Y initial

subscript Y left
subscript Y right

subscript

]
. (16)

For independently encoding using separate MSB and LSB
pages, the total information that can be recovered is

Iindep. = I(XLSB;YLSB) + I(XMSB;YMSB(1,2)) . (17)

Jointly encoding all the bits in a cell provides an MI benefit
over independently encoding each bit in the cell. To see this,
compute the difference between Ijoint and Iindep. as

Ijoint − Iindep. =I(XLSB,YLSB;XMSB,YMSB(1,2)) (18)
− I(XLSB;XMSB)− I(YLSB;YMSB(1,2)).

Since XLSB and XMSB may be assumed to be independent,
I(XLSB;XMSB) = 0 so that

Ijoint − Iindep. =I(YLSB;XMSB|YMSB(1) ,YMSB(2))

+ I(XLSB;XMSB,YMSB(1) ,YMSB(2) |YLSB) ,

which is always positive. Thus MI is lost in independently
encoding the bits associated with a cell as compared to jointly
encoding of all bits stored in the cell. Some schemes such as
[5] take advantage of this MI benefit.

We now consider how much information is lost from
independently encoding (and decoding) as compared to jointly
encoding (and decoding). We consider both the hard decoding
and enhanced precision cases. For the case of hard decoding,
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Fig. 5. MI between the inputs and output of a flash cell as a function of
the number of P/E cycles for joint encoding and for independent encoding,
considering both hard decoding and enhanced precision.

Figure 5 shows a small benefit for jointly encoding over
independently encoding. For the case of enhanced precision,
that small MI benefit is significantly reduced. While jointly
encoding has a theoretical MI benefit, the small actual benefit
available for MLC with enhanced precision may not be worth
the incurred complexity and latency costs.

V. SIMULATION RESULTS

This section provides LDPC [14]–[16] simulations that
show the correspondence between the additional MI provided
by progressive reads and FER performance improvement.
Code rates around 0.9 are commonly used for the flash read
channel. Consistent with this, our simulations used the binary
LDPC code defined in [17] with rate 8/9 that encodes 14,400
input information bits to produce a 16,200-bit codeword.

This LDPC code was constructed using a protograph [18] of
size 4×36. The check nodes of the protograph have a degree
of 35 and the variable nodes of the protograph have degrees 3
and 4. A two-step lifting procedure using circulant progressive
edge growth (CPEG) and approximate cycle extrinsic message
degree (ACE) algorithms [19], [20], [14] was used to lift the
protograph by factors of 3 and 150.

Each FER point was obtained by gathering at least 100
frame errors and the LDPC decoder used a maximum of 20
iterations of standard belief propagation. While actual flash
systems require FERs lower than simulated in this paper, the
primary purpose of these simulations is to show the corre-
spondence between the MI provided by the hard-decoding
and enhanced precision reads and FER performance in the
independently encoded and jointly encoded flash models.

Figure 6 shows that the FER performance vs. number of P/E
cycles tracks the MI performance for LDPC coding of the LSB
page using hard decoding, one progressive read (either left or
right), and two progressive reads. Note in particular that the
MI benefit is identical for either of the two progressive reads
by itself and that the FER performances are also identical
when either of these progressive reads is used by itself.

Figure 7 shows that the FER performance vs. number of
P/E cycles tracks the MI performance for LDPC coding of the
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Fig. 6. FER (top) and MI (bottom) vs. number of P/E cycles for LDPC
coding of the LSB page using hard decoding, one progressive read (either
left or right) and two progressive reads. Lower FER values correspond to
higher values of MI.
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TABLE I
NUMBER OF P/E CYCLES AT FER= 10−5 AND AVERAGE PAGE LIFETIME

MSB LSB Indep. APL Joint APL
Hard 1325 1514 1419.5 1490
Enhanced 1507 1729 1618 1609

MSB page using hard decoding and one, two, three, or four
progressive reads. The most additional MI is provided by I1,
which is reflected in the largest FER improvement occurring
after the first progressive read.

Figure 8 shows the FER performance of independently
encoding the MSB and LSB pages as compared to jointly
encoding the MSB and LSB bits in a single page. This
comparison is made both for hard decoding and for fully
enhanced precision with all progressive reads.

To consider the benefit of joint encoding over independent
encoding, we introduce a metric called the Average Page
Lifetime (APL). APL is the average number of P/E cycles
before a page exceeds a specified target FER. Here we
consider a target FER of 10−5 for purposes of discussion in
the context of our available simulation results, although for a
real flash device, a lower value would be selected.

We define the page lifetime as the number of P/E cycles
at which the page FER first exceeds the target FER. For a
standard flash memory that independently encodes LSB and
MSB pages, the APL is the average of the LSB page lifetime
and the MSB page lifetime. For a flash device that jointly
encodes the LSB and MSB bits on a single page, the APL is
simply the page lifetime of the jointly encoded page.

Table I shows page lifetimes for MSB, LSB, and jointly
encoded pages for hard decoding and for enhanced precision
with all available progressive reads, i.e. two progressive reads
for the LSB page, four progressive reads for the MSB page,
and six progressive reads for the jointly encoded page.

Simulation results in Table I show that under hard decoding,
the flash device using jointly encoded pages has a higher
APL (70.5 more P/E cycles) than a standard flash memory
that independently encodes LSB and MSB pages. This is
consistent with Figure 5 which shows a small but noticeable
MI benefit for joint encoding over independent encoding.

With all progressive reads available, Table I actually in-
dicates that the APL of jointly encoding is less than for
independent encoding by 9 P/E cycles. Figure 5 would have
predicted a negligible benefit for jointly encoding, and the
small benefit we measured for independent encoding may
result from variation in our simulation results for the LSB
with all progressive reads which seems to have a slightly lower
than expected FER at 1800 P/E cycles.

VI. CONCLUSION

This paper shows that the information-theoretic objective
of maximizing MI leads to a straightforward optimization
procedure for determining the best placement of thresholds for
progressive reads that provided enhanced precision when ini-
tial LDPC decoding fails. The information-theoretic approach

not only identifies the threshold placement but also indicates
which progressive reads should be performed first because
they will provide the most benefit. Our information-theoretic
analysis also shows that the additional MI that can be obtained
through jointly encoding the LSB and MSB bits is small even
for hard decoding and negligible when enhanced precision
is available through progressive reads. LPDC simulations
confirmed the information-theoretic analysis.
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