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Appendix

4.1 Clustering of attractor states

We constructed a similarity matrix, S, to quantify the topological structure of attractor states. This
section details how S, was computed. Because all RNNs across all learning rules and hyperparameter
choices studied in this work always instantiated a single attractor state for large input values, we
focused on attractor states near zero as this is where we observed the greatest degree of variation
between RNNs. Therefore, we compute all the attractor states for static input values between −0.02
and +0.02 (−0.03 and 0.03 for RDM task). Specifically we examined 20 non-zero static inputs in
this range along with the zero input to give a total of 21 static input conditions, for each context.
We examined only a subset of attractor states since different RNNs instantiate a variable number of
attractor states for small inputs. Specifically, we chose to examine the m = 10N attractors with the
smallest absolute value, where N corresponds to the number of contextual inputs for the task. For the
RDM task, we set N = 1.

We rank ordered the m attractors in order of increasing absolute value. For each of these attractor
states, we solved for its nearest n = 3N neighbors in RNN state space (R50) among all attractors
found (not just the smallest m) using the L2 distance. For each RNN we constructed a topological
embedding vector, v, based on the nearest neighbors for each of the m attractor states. The first
element of the topological embedding vector, v0, is the static input associated with the first attractor
examined (which is always zero). The next n − 1 elements of this vector are the static inputs
associated with the n nearest neighboring attractors in RNN space. The next element at position n is
the next attractor state examined, and the following n− 1 entries are the static inputs associated with
its nearest neighboring attractor states. More generally, each element vij for n ∈ {0, 1, 2, ...,m} will
be the static input associated with the ith attractor state examined and {vin, ...,v(i+1)n−1} are the
static inputs associated with the nearest neighboring attractors of the ith attractor state. Therefore, for
each RNN we constructed a topological embedding vector, v of length mn = 30N2.

We then constructed the similarity matrix, S, for a population of p RNNs by stacking the topological
similarity vectors. Therefore, this similarity matrix was a p ×mn matrix. Since each topological
similarity vector contributed a row in the similarity matrix, if for all RNNs, the relative topological
ordering of attractors by static input values was the same, then all rows would be the same and RNNs
would be tightly clustered. Alternatively, if the topological arrangement of attractors varied greatly
between RNNs, the similarity matrix would exhibit heterogeneity.

Silhouette cluster analysis was used to quantify the degree of clustering among attractor topologies
from different RNNs. The ground truth lables were given by the RNNs learning rule (or specific
hyperparameter being analyzed). MDS was used only for visualizing the amount of clustering among
RNN attractor topologies.

Trained Models

Table 1 lists all the models that were trained for this study. We trained a total of 1, 760 RNNs across
the study.

Integration strategies for CDI task

Figure 6 depicts the transient and stable integration strategies observed in RNNs trained to do the
CDI task with either low (input variance set to 0.1) or high (input variance set to 1.0) input noise.

Visualization of Attractors for N-CDI Tasks

Figure 7 depicts the attractor structures for example RNNs trained on the 3,4,5, and 6-dimensional
CDI tasks. All these attractor structures exhibit multiple attractors associated with the zero input
and a single attractor associated with non-zero inputs. As additional input dimensions are added to
the task, the network instantates additional attractor states associated with those contexts. Note that
Figure 7 exaggerates attractor overlap when there are more contexts, since they are only visualized in
2D.
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Figure 6: Two different input strategies based on input noise for CDI-task. Panels (a-c) illustrate
transient integration, while (d-f) is for stable integration. (a) RNN output activation for positive
(red) and negative (blue) inputs. After inputs turn off, the RNN output slowly decays. (b) Attractor
topology for a transient RNN. Dots are attractors. Attractors corresponding to each of the two
contexts are outlined. Numbers next to attractors in context one correspond to the setting of the input,
ut. There was a single attractor for ut = 0 in both contexts. There was also a line attractor of slow
dynamics under zero input, denoted by gray x’s, for each context. (c) When the inputs turn on, the
RNN state is driven towards attractors (blue, yellow dots). When the input turns off, the trajectories
relax to a single attractor corresponding to zero input. This decay is relatively slow along a line
attractor of slow dynamics. (d) RNN output activation for a RNN with stable integration. After the
inputs turn off, the RNN output maintains a stable value. (e) Attractor topology for each context in a
stable RNN. Now, at an input of zero (purple), there are multiple attractors in each context. (f) After
the dots turn off, the trajectory stably relaxes to one of multiple attractors corresponding to zero input,
thereby holding the memory of the input indefinitely.
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Figure 7: Example attractor structures for an RNN trained on the N-CDI tasks. For each N-CDI
task, attractors are instantiated for each of the N contexts. Within each these contexts, attractors
associated with zero input are duplicated.
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Table 1: Breakdown of all RNNs traiend for this study

Task & Learning Rule Number of RNNs V=1.0 V=0.75 V=0.50 V=0.25 V=0.10

RDM BPTT 130 50 20 20 20 20
RDM GA 130 50 20 20 20 20
RDM H 130 50 20 20 20 20
RDM FF 130 50 20 20 20 20
CDI BPTT 160 50 20 50 20 20
CDI GA 160 50 20 50 20 20
CDI H 130 50 20 20 20 20
CDI FF 130 50 20 20 20 20
3-CDI BPTT 90 20 0 50 0 20
3-CDI GA 50 0 0 50 0 0
4-CDI BPTT 90 20 0 50 0 20
4-CDI GA 50 0 0 50 0 0
5-CDI BPTT 90 20 0 50 0 20
5-CDI GA 50 0 0 50 0 0
6-CDI BPTT 90 20 0 50 0 20
6-CDI GA 50 0 0 50 0 0
RDM BPTT (ReLU) 50 50 0 0 0 0
CDI BPTT (ReLU) 50 50 0 0 0 0
DNMS BPTT 20
DNMS GA 20
DNMS H 20
DNMS FF 20
RDM BPTT (single neuron) 20
RDM GA (single neuro) 20
CDI BPTT (single neuro) 20
CDI GA (single neuro) 20
Total 1920

Delayed Non-Match To Sample Task

In addition to the integration tasks discussed in main text, we also investigated the attractor topologies
and network representations following training on a working memory task. To do this, we trained
RNNs to perform the delayed non-match to sample (DNMS) task as described in [18] using the four
different learning rules. The network was presented with two input channels which are set to zero
at all times except for two stimulus periods (stimulus 1: 0− 200ms and stimulus 2: 400− 600ms).
During the stimulus periods, one of the two input channels is set to one. The stimuli may occur in the
same channel or different channels. The RNN is trained to output +1 when both stimuli occur in the
same channel and −1 when the stimuli occur in different channels.

Consistent with our findings for the integration tasks, we found that RNNs trained with different
learning rules may result in networks with distinct representations (Figure 8b) but similar attractor
structures (Figure 8c). In contrast to the integration tasks, which had a continuous space of physio-
logical attractors, this task only has three attractor states: two attractors each corresponding to one
of the channels being turned on and one attractor corresponding to both channels off. We noticed
three clusters in the attractor MDS because our clustering methods are sensitive to slight variations
in distances between these three neighboring attractors. This does not mean there are three distinct
dynamical mechanisms. All these networks exhibited a similar dynamical motif during the task,
depicted in Figure 8e. Rather, the attractor MDS method will find distinct clusters depending on
which of the attractors are closest to each other, which may vary even within a learning rule as in
Figure 8c. This is a limitation of the attractor MDS clustering we used. Nevertheless, we see there is
no significant clustering of attractor structure by learning rule (silhouette score: 0.01 for attractor
MDS).
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Figure 8: Representations and attractor structures for RNNs trained on the DNMS task. (a)
SVCCA distances between RNNs on the DNMS task following training with one of the four learning
rules. (b) MDS clustering of representations and (c) and attractor structures reveals that there are
some differences in the representations learned by networks trained with different learning rules
but attractor structures remain similar (SVCCA silhouette: 0.15, attractor silhouette: 0.01). (d)
After training, RNNs are able to succesfully discriminate between match and non-match trials. (e1)
Example attractor structure for a network trained on the DNMS task. (e2) During the first stimulus,
the RNNs state moves towareds one of two attractors depending on which channel is turned on. (e3)
When the stimulus is turned off, RNNs decay back to a common attractor. (e4), during the second
stimulus, RNNs take different trajectories depending on which channel gets turned on relative to
which channel was on during the first stimulus. (e5) After the second stimulus ends, RNNs decay
back to a common fixed point, however non-match and match conditions start their decay from
different regions of state space, yielding different decay trajectories.

Activation function affects dynamical mechanism for simple but not complex tasks

Because our results suggested RNNs become more invariant to design choice as task complexity
grows, we also tested the effect of activation function on attractor topology and representational
geometry following training with the RDM and CDI tasks. Specifically, we trained RNNs with
BPTT using either a saturating (1 + tanh) activation function or a non-saturating (ReLU) activation
function.

Following training on either the RDM or CDI task, we tested RNNs by providing them a pulse of
inputs. We found that RNNs trained to perform the RDM task using the tanh activation function
consistently instantiated the stable integration mechanism while RNNs that used a ReLU activation
consistently demonstrated transient integration dynamics (Fig 9a,c). However, networks trained
to perform the CDI task maintained a bistable integration mechanism regardless of the choice of
activation function (Fig 9b,d). To quantify the similarity of dynamical mechanism between RNNs, we
clustered the network attractor states, where the activation function was used as the labels. Networks
that used tanh and ReLU formed distinct attractor clusters for the RDM task but not the CDI task
(9e,f), consistent with the observed differences in dynamical mechanism. Representations also formed
distinct clusters for different activation functions following training on the RDM but not the CDI
task. Therefore, we find that this is further evidence that for more simple tasks RNNs are likely
more sensitive to design choice while for more complex tasks RNNs become more invariant to
design decisions. Namely, it appeared the activation function was sufficient to impact the dynamical
mechanism in the case of a simple task (RDM) but not a more complicated decision-making task
(CDI).
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Figure 9: Effect of Activation Function on Dynamical Mechanism. (a) Topology of attractors for
RNNs trained on RDM task with tanh (left) and ReLU (right) activation functions. (b) Attractors
for RNNs trained on the CDI task are also depicted with a tanh (left) and ReLU (right) activation
function. (c, d) Network outputs during pulsed experiments reveals different activation functions
lead to different integration mechanisms on the RDM task but not the more complex CDI task. (e,
f) Attractor topologies and representational geometries form distinct clusters based on activation
function (attractor sillhouette score: 0.22, representational geometry sillhouette score: 0.53) for the
RDM task. However, RNNs trained on the CDI task have overlapping attractor structure (sillhouette
score: 0.01) and representaions (sillhouette score: 0.026).
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Figure 10: Representational similarities between RNNs before and after training on the RDM
task. For all four learning rules, we observe that there is a signficiant degree of clustering between
trained (yellow) and untrained (blue) RNNs. In particular, trained RNNs have distinct representations
from untrained RNNs as evidenced by a silhouette score greater than 0.

SVCCA of untrained RNNs

As discussed by [14], canonical correlation analysis can sometimes suggest that trained and untrained
RNNs have more similar representations than RNNs trained with different design choices. We
investigated the representational similarities detected with SVCCA among RNNs before and after
training on the RDM task. We found that untrained RNNs had representations that were distinct form
those of trained RNNs on the RDM task across all four learning rules (Figure 10). Therefore, the
RNN representations we inferred with SVCCA are influenced by the training process and unlikely to
be similar to each other due to initialization.

Single neuron output RNNs

One potential concern is that Hebbian trained RNNs used a single recurrent neuron as output while
the other learning rules used a linear readout over all of the neurons as output. To control for this, we
trained an additional 20 RNNs using both BPTT and GA learning rules to perform the RDM and
CDI tasks using a single neuron as output (Figure 11). We excluded FF from this analysis because
we observed training difficulties for this analysis, likely due to the additional soft constraints that
FF places on recurrent neurons. When comparing RNNs from these three learning rules following
training, we find that our results are consistent with those originally reported in Figure 1. In particular,
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Figure 11: Representations and attractor structures for RNNs that use a single neuron as
output. For the RDM task, we see that both the representational geometries and attractor topologies
do not show any significant clustering by learning rule.

we observed that attractor topologies are largely invariant to the choice of learning rule for both the
RDM and CDI tasks. Additionally, we obtained similar Silhouette scores for both representations
and attractor structures.
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