L. Vandenberghe ECE236C Spring 2019

Homework assignment #7

Linearized ADMM. Consider the standard problem
minimize f(z) + g(Ax) (1)

where f and g are closed convex functions. In lecture 12 (page 12.31) we derived the prozimal
method of multipliers from the proximal point method applied to the primal-dual optimality
conditions. Here we write the proximal method of multipliers as

i T 1
(Thi1, Yrr1) = argmin (f(2) +9(y) + Sl Az —y + w3 + %Hw — 2ll3)

Upy1r = Up + ATpy1 — Yryr

The two parameters 7 and o correspond to 7 = ¢ =t on page 12.31. Using different values
can be interpreted as a simple “preconditioning” of the proximal point method (see page
12.29). The variable wuy corresponds to uy = z;/t on page 12.31.

We note that the iteration is similar to the augmented Lagrangian method, with an
extra term ||z —zy || added to the augmented Lagrangian. Motivated by the interpretation of
ADMM as a simplified augmented Lagrangian method, we can replace the joint minimization
over x,y by an alternating minimization:

. T 1
Tpn = argmin (f(2) + gl Az —yx + uklly + 25 1%~ 2kll3)

Y1 = Prox(ng(Azeir + ug)
Uprr = Up + ATpi1 — Yry1-

For general f and A, the optimization problem in the z-update may be expensive, because
the second term in the cost function contributes a quadratic term z” AT Az. To avoid this,
one can make a further simplification and linearize the second term around xy:

1 1
§HAJ; — Yp + upl3 & §||Axk — 1y +url|2 + (Azy — g+ up) T Az — xp).
If we omit the constant terms (in x), the simplified z-update is
. T 1 2
Trp1 = argmin (f(x) + 7(Azy — yp + ug)’ Az + %Haﬁ — zxll3)

1
= argmin (f(z) + %Hx —ap + 7o AT (A — y + wi) [13)

= prox, (o — o AT (Axy, — yp +up)).



The resulting method is known as linearized ADMDM:

Thir = prox,s(zp — 7o AT (Azy — yp + wi))
Yer1 = PI"OX(1/T)g(ASUk+1 + u)
Upp1 = Up + ATpg1 — Ypyr

Show that linearized ADMM is equivalent to PDHG applied to the dual of (1),
maximize —g*(2) — f*(—A”2).
PDHG for this problem is

Zpp1 = ProX (2 + 7AZL)

Th1 = prox,(@x — o AT (22541 — 2)).



